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1: RAPPOR D1EEHE. B = 128, M = 200, m = 8



F, Y —Ra—FTH5.

import numpy as np

import pickle

import sys

from sklearn.linear_model import Lasso
import statsmodels.api as sm

import create_design_matrix as cdm

# IRR ¥Ial—tMH - “HpMZ2MEH

def binomial_by_mask(x, g_dash, p_dash, n=1):
nnonn

uuuuXy:ulDyarrayyof,0/1

uuuux_i=1,->Binomial (n,q_dash)

uuuuXx_1i=0,->,Binomial (n, ,p_dash)

nnn
[N S|

probs = np.where(x == 1, q_dash, p_dash)
return np.random.binomial(n, probs)

# XFHHBRS T2V — VH - ZHESHE2EH

def simulate_word_counts(N, m, word_probs):
N_per = N // m
M = len(word_probs)

counts = np.zeros((m, M), dtype=np.int64)
for ¢ in range(m):

counts[c] = np.random.multinomial (N_per, word_probs)
return counts

# Word frequency distribution
def get_word_probs(M, active_words=100, alpha=1.1):
probs = np.zeros(M, dtype=float)

r = np.arange(l, active_words + 1)
w = 1.0 / (r ** alpha)
probs[:active_words] = w / w.sum()

return probs

# =========================
# Parameters

# =========================

B = 128 # Bloom filter size

M 200 # number of candidate words

m 8 # number of cohorts

h =38 # number of hash functions (fized)
# =========================

# population distridbution parameters

# =========================

ACTIVE_WORDS = 100
ALPHA = 0.7




# number of reports, and size of cohorts

# —==========z===z===========
N = 20000

N.c=N//m

# —========================

# design matric

# —==========z===z===========

data = cdm.create_design_matrix(B, M, m, h)
X = data["DM"] # X: shape (B*m, M)

X_T = X.T # shape (M, B*m)

# split 2nto m blocks along columns
TrueBF_cohorts = np.split(X_T, m, axis=1) # (M, B) * m

## ===================================================
# ZIhHYIal—varERFET
# ===================================================

np.random.seed (10)
word_probs = get_word_probs(M, active_words=ACTIVE_WORDS, alpha=ALPHA)
counts_cohorts = simulate_word_counts(N, m, word_probs) # (m, MTTHI

Y_vec = np.zeros(B * m)
for i in range(1l, m + 1): # ak—bFETIL-T
counts = counts_cohorts[i-1,] # FIXZ MUMEEEHEHEMBER ()
counts counts [: ACTIVE_WORDS] # HETIHEOAICI I 2L —2a v ZERETS
TrueBF = TrueBF_cohorts[i-1] # (M, B){7¥l
for j, count in enumerate (counts): # BT BN —Tstrings
if j == ACTIVE_WORDS:
break
Y_vec[(i - 1) * B: i * B] += binomial_by_mask(TrueBF[j,:],
g_dash, p_dash, n=count)
Y_vec[(i - 1) * B: i * B] = (Y_vec[(i - 1) * B: i * B] - p_dash * (N

// m) ) / (q_dash - p_dash) # f = 0, One-time Dk®
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# LASSO Regression WCX2B XXMM : v - x

N R A I IIITTY,

# 1ZIERHtEE alpha

lasso = Lasso(alpha=0.1, positive=True, max_iter=10000,
fit_intercept=False)

lasso.fit (X, Y_vec)

# DFGERLASSO

coef = lasso.coef_ # shape (200,)

eps = 1le-3

idx_lasso = np.abs(coef) > eps

X_sel = X[:, idx_lasso]

selected_words = np.where(idx_lasso) [0]
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# OLS(Ordinary Least Squares) Regression IXX2 87 X—%H#Hl: v ~ X_sel, %fFH

statsmodel
FE KK KK K KKK KK KKK KKK KK KKK KKK

# [AROFEMOLS

model = sm.O0LS(Y_vec, X_sel)
results = model.fit ()

# [l & EHRE & O HUS
beta_hat = results.params

se = results.bse




t_stat = results.tvalues

p_vals_two = results.pvalues

# FriE

mask = t_stat > O

p_vals = np.ones_like(p_vals_two)
p_vals[mask] = p_vals_two [mask] / 2.
# RFGREIC X 2 F 55 X =& DHIE
alpha_test = 0.05

keep = p_vals < alpha_test
final_indices = selected_words [keep]
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# True / False regions
B KA KA A KA A K KA KA KK KA K

true_region = (final_indices >= 0) & (final_indices < 100)
false_region = (final_indices >= 100) & (final_indices < 200)

TP = np.sum(true_region)

FP = np.sum(false_region)

FN = 100 - TP # true words are 0" "e2”°"80°"9399 (100 words total)

precision = TP / (TP + FP) if (TP + FP) > 0O else 0.0
recall = TP / (TP + FN) if (TP + FN) > 0 else 0.0

print("TP:", TP)

print ("FP:", FP)

print ("Precision:", precision)
print ("Recall:", recall)

2: Simulation code for recall-precision evaluation.

import os

import pickle
import hashlib
import numpy as np

def sha256_to_index(s: str, mod: int) -> int:
h = hashlib.sha256(s.encode("utf-8")).hexdigest ()
return int(h, 16) % mod

# =========================
# Design matriz A € {0,1}"{(Bm) X M
# B = 128 # Bloom filter size
# M = 200 # number of candidate words
#m = 8 # number of cohorts
# h = 32 # number of hash functions (fized)}
# =========s=s===ss=s=s=========
def create_design_matrix(B, M, m, h):
base_secret = str(np.random.random()) + "secret"
output_dir = "design_matrices"

A = np.zeros((B * m, M), dtype=np.int8)

for ¢ in range(m):
secret_c = f"{base_secret}_{c:02d}"
row_offset = ¢ *x B




for j in range(l, M + 1):
word_id = f£"{j:034}" # "o01" ... "200"
secret_c_word = secret_c + "_" + word_id

for i in range(l, h + 1):
hash_id = £"{i:02d}" # "01" ... "04"
input_str = secret_c_word + "_" + hash_id
# print (input_str)
idx = sha256_to_index (input_str, B)
Alrow_offset + idx, j - 1] =1

return {

"DM": A,

"B": B,

"M": M,

"m": m,

"h": h,

"base_secret": base_secret,

"description": "Designymatrixgstackedy byycohorts: rowsy
[c*B:(c+1)*B)"

}

3: Simulation code for creating the design matrix (X).
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